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1 Introduction

Image retrieval plays an important role in enabling people to easily access to the desired
images. A variety of retrieval methods have been developed. The input is of various
forms such as text [11], image [5], and sketch [1, 2], to represent the query. However,
these query strategies can only express the users’ search intention partially. For in-
stance, given the query image in Figure 1, users may be interested in the regions of
“car”, “tree”, and “building” (highlighted with the rectangular boxes). These regions
attract users’ attention because the “car” is above the “building” and “tree” in the ver-
tical direction, which is not coincident with the usual scenario. This abnormalism may
appear in many images in the internet, such as photos of the violent conflict, pictures in
the stricken area, etc. In some situations, users need to search more images with such
abnormal object layout. Furthermore, in real world, each object has its own attribute
informations (such as “red car”, “green tree”, and “white building” etc). Thus, in order
to express the exact search intentions, it would be better to also specify the seman-
tic attributes of each object, such as the color attributes, size attributes, and material
attributes etc. However, all these mentioned semantic cues cannot be appropriately in-
corporated into the textual queries, exemplar images, color or concept maps [12, 8], and
even the sketches. To bridge the “semantic gap” between users’ search intention and
the low-level visual features [10], we should augment the image search strategies to en-
able users to indicate their Regions Of Interest (ROIs) within the query image, and can
handle these high-level semantic concepts as well as the spatial relations. What’s more,
because the number of ROIs within an image may be more than two, the framework
also should deal with the high-order case. i.e., has the ability to retrieval multiple ROIs
within an image. In this paper, we propose a novel strategy to improve users’ search
experience. The interface we provide to users only requires users to indicate the ROIs
in a selected exemplar query image. The users’ search intention is automatically refined
and specified by our proposed method. The flowchart is illustrated in Figure 1.

In summary, the contribution of this paper is two-fold: 1) We present a novel image
search strategy that not only allows users to indicate their ROIs, but also can properly
handle various high-level semantic queries and spatial relations. 2) We propose a struc-
tured descriptor to jointly represent the categories, attributes, and spatial relationships
among objects, and design a ranking method to accomplish the image retrieval. The rest
of this paper is organized as follows. In Section 2, we detail the proposed framework.
Section 3 reports the experimental results, and Section 4 gives the conclusion.



2 Xingxing Wei, Xiaojie Guo, Yahong Han

Category 

Classifiers

Interesting objects indicated by users Feature 

extraction
Classifiers

Attribute

Classifiers

wheel redcar

leaf greentree

door whitehouse

class attribute

Category and attribute prediction

car

tree house

red

green white

above above

beside

High-order structure query

wheel

leaf door

Similar image with the queryDatabase

Category 

distance matrix

Retrieval process

Category Match Attribute Match Location Match

z

x

y

Fig. 1. Illustration of our framework. Different from [7], ours is an unsupervised framework.
Moreover, ours aims at image retrieval, while [7] aims to generate sentences to describe images.

2 Proposed Framework

To represent the images, we first use [4] to detect the bounding boxes for objects. Then,
the category and attribute labels of these boxes are jointly predicted by our another work
[6]. In this way, the categories, attributes and spatial relations of objects in large scale
database are easily obtained. Suppose there are F instances within an image labeled by
R different category labels (R ≤ F ), each instance is assigned a category label ranging
from 1 to Q and some attribute labels ranging from 1 to M. To encode the spatial interac-
tions between two instances, we compute the location prior between each category pair
via statistically analyzing the training set. For example, the prior may be “sky” should
be above “building”. Based on this prior, we compare the location of two instances, and
design a F ×F matrix. If they satisfy the prior, the corresponding location in the matrix
is set 1, otherwise, the value is set to -1. If two instances have the same category labels,
the value is 0. A matrix is corresponding to a fixed location relationship. If users want
to add a new location relationship (for example, the horizontal relationship), they need
to compute the prior in horizontal direction, and then use another matrix to represent it.

We select arbitrary three instances with different category labels to construct a tri-
angle. In the triangle, each vertex point is associated with an instance xi, xj , xq , and the
corresponding value indicates its category label (i, j, q, and i 6= j 6= q). As a result, it
will produce totally

(
R
3

)
different triangles (when R ≥ 3). If R < 3, we add 0 to the

corresponding vertex, and still use a triangle to represent it. Note because a category
label may be assigned to multiple instances, the number of triangles within an image
will be above

(
R
3

)
. In addition, we assign a M dimensional binary vector to each vertex

to represent its corresponding attributes, where 1 denotes the instance has this attribute,
and 0 denotes not. If the value of the vertex is 0, we assign M zeros to it.

Now we introduce how to rank the images based on the constructed triangles. We
define a category distance matrix to represent the semantic correlation between cate-
gories. Specifically, we use Eq.1 to compute the correlation between two categories:

θij = log
P00P11

P10P01
, (1)

where Pij denotes the probability when i={0, 1}, and j={0, 1}. By using Eq. 1, we
obtain a Q × Q matrix. If two categories are relevant, the corresponding value in the
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Fig. 2. Performance curves. (a), (b), (c) list the comparisons between different methods under the
first-order, second-order, and third-order cases. The average score under all cases is illustrated in
(d). “Prediction” denotes the output using inferred category and attribute labels by our method.

matrix will be large (In the diagonal, the value is largest, because the category is the
most relevant with itself). Based on this matrix, we could search the most relevant
category according to a given category. In this way, the objects between two triangles
will be assigned. We use the category matched score St to represent the matched degree
between the query triangle and the t-th triangle in dataset. St is defined by the number
of objects that are exactly correctly matched with the query triangle.

Next, we compute the attribute matched score between the assigned objects. Sup-
pose yi, yj and yq are the attribute vectors of the query objects, and y′i, y′j and y′q are
the attribute vectors for the assigned objects.

Rt =
∑

([yi, yj , yq]
T � [y′

i, y
′
j , y

′
q]

T ), (2)

where [yi, yj , yq] denotes concentrating the yi, yj , yq into a long vector. � denotes the
xnor operator. Eq.2 computes the similarity of the attributes between query triangle and
triangles in dataset, and Rt denotes the attribute matched score.

Consequently, we compute the spatial matched score. Suppose the spatial vector
of query triangle is zp, and the spatial vector of the t-th triangle is zt. zp and zt both
compose of 1 and -1. We useQt = ‖zi−zj‖ to compute the spatial matched score. The
final matched score of the t-th triangle is obtained by:

Ft =

n∑
j=1

θjψj(I, q), (3)

where ψj is a metric between the image in the database and the query image. Here, we
only explore St, Rt, and Qt introduced above. θi are the weights. Using Ft, we rank
the triangles in the dataset, and search the most similar images with the query image.

3 Experiments

Two datasets: aPascal [3] and aYahoo datasets [3] are used here. The aPascal dataset
contains 20 categories and 64 attributes, covering 4340 images. The aYahoo dataset
has 2237 images, including 12 categories and 64 attributes. We use the same low-level
features as in Farhadi et al [3], which results in a 9751 dimensional feature vector. Some
volunteers are recruited to label the ground truth. We assign a three-level relevance score
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Fig. 3. Five examples output by our method. (a) and (b) are the results using ground-truth and
inferred category and attribute labels, respectively.
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Fig. 4. Five examples output by text and RBIR methods versus the same query used in Figure 3.

to each image. Level 3 corresponds to the most relevant, and level 1 denotes the least
relevant. The Discounted Cumulative Gain (DCG) is used to measure the performance.

We compare two state-of-the-art methods: text-input image method and Region-
Based Image Retrieval (RBIR) [9]. The quantitative experimental results are given in
Figure 2. From the figure, we see our method achieves the similar performance with
the text-input method under the first-order case. This is not difficult to explain, since
our model degenerates into the text-input model under this case (i.e., searching images
only according to the category and attribute labels). In the second-order and third-order
case, with adding the spatial relationship, the performance of text-input method drops,
and our method gradually outperforms it. This demonstrates the fact that text-input
methods can not handle the tasks with spatial relationship. In addition, we see RBIR
works poorly under the first-order and second-order case, this is because RBIR ranks
the images according to the similarity using the low-level features. Therefore, it can
not handle the high-level semantic information (such as attributes), resulting in a poor
performance. From (d), we see our method achieves the best average performance. For
using inferred labels (green curve), we see the performance falls somewhere between
the text-input model and RBIR. Figure 3 and Figure 4 show the qualitative results.

4 Conclusions

In this paper, we have presented the image retrieval problem that specified Regions Of
Interest (ROIs). In the ROIs, various high-level semantic concepts like categories of ob-
jects, their attributes, and the spatial relationship between them were jointly considered
to accomplish the search. Experiments conducted on two benchmark datasets showed
that our method achieved the best performance compared with the state of the arts.
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