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Abstract— In computer vision systems today, humans typi-
cally communicate with the machine via limited interactions
e.g. providing coarse image labels. This seems rather wasteful
because it is precisely the human abilities that we aim to
replicate in automatic image understanding. Moreover, humans
are often meant to interact with vision systems as users (e.g.
image search) or as supervisors training the system - be it
for niche applications or for generic visual concepts such
as everyday objects and scenes. On the flip side, machines
today also rarely communicate with humans. Vision models are
often complex and non-transparent. They simply fail without
explaining why which is frustrating for users and perplexing
for researchers. Here we describe some of our recent efforts
towards using attributes to enhance the mode of communication
between humans and machines to improve visual recognition.

I. INTRODUCTION

Building visual recognition systems today typically in-
volves collecting images, having humans label them, ex-
tracting features, and training complex machine learning
algorithms. The human-provided labels are typically very
coarse (e.g., “this is a horse”, “this is not”). While the use of
statistical models has contributed significantly to progress in
visual recognition in the last two decades, it leaves human
knowledge underutilized. Since it is precisely human recog-
nition abilities that we aim to replicate in automatic semantic
image understanding, such restrictive human involvement
seems wasteful. Computer vision systems can be made more
accurate if they tap into the vast, detailed, common-sense
knowledge humans have about the visual world.

On the flip side, today’s vision systems typically output
equally coarse decisions (e.g., binary labels for images
or bounding boxes around objects). They often fail, and
do so disgracefully without any warnings or explanations.
Even imperfect systems can be useful if they communicate
with non-experts, allowing users to understand the system’s
capabilities and limitations.

We propose to enrich human-machine communication to
improve visual recognition by exploiting visual attributes.
Visual attributes are mid-level concepts such as properties of
materials (furry, metallic), spatial layouts (open, congested),
or faces (young, female) that bridge the gap between low-
level image features (e.g. texture) and high-level concepts
(e.g. beach, car, Jane Doe). Attributes are shareable across
different but related concepts. Most importantly, attributes
are both visual (i.e. machine detectable) and semantic (i.e.
human understandable), making them ideal as a mode of
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  Fig. 1. Overview of scenarios where we exploit enhanced human-machine
communication. We identified two dimensions that allow for a systematic
exploration of the space of challenges and opportunities.

communication between the two. The use of visual attributes
has received a lot of attention in computer vision over
the past few years [1–18]. They have been used as better
representations for image classification [18], detailed scene
parsing [17], generating textual descriptions of images [3],
learning models of visual categories from textual descrip-
tions [1] and as keywords for image search [4]. We propose
a novel use of attributes: enhancing human-machine commu-
nication.

Progress in visual recognition hinges on an effective mode
of communication between humans and machines due to
several factors. (1) The large amount of visual media on
the web and proliferation of digital-imaging devices such
as cameras, cell phones, webcams and wearable comput-
ing such as Google Glass present us with a critical need
for technologies that allow consumers to search through,
organize and interact with visual media. (2) Applications
of vision in biology, astronomy and medical imaging crave
automation, but the automation can succeed only if it incor-
porates the expert’s domain knowledge. (3) There is a signif-
icant need for building interpretable algorithms and effective
human-machine teams for semi-autonomous systems, both
for converting streams of data into actionable information
and for building the operator’s trust. There are numerous
examples of technologies that outperform humans but go
unused because of insufficient user or operator trust [19].
(4) Finally, the advent of crowdsourcing presents us with
tremendous opportunities to leverage vast amounts of basic
human knowledge to improve computer vision. In all these
cases, progress relies critically on having effective means
for humans to communicate with machines as well as for



machines to communicate with humans.

II. APPLICATIONS

We have organized our research agenda along two dimen-
sions resulting in four scenarios (Fig. 1). The first dimension
indicates which agent is the communicator conveying the
semantics (human or machine), and the second indicates
the human’s role (user or supervisor). Notice that most
visual recognition systems involve the human in at least
one of these roles, and often both. Effective attribute-based
human-machine communication in these scenarios can lead
to (1) Improved image retrieval for applications in law
enforcement, missing person search, post-disaster family
reunification (user: “My missing son looks like this but
thinner.”) and personalized on-line shopping (user: “I want
shoes shinier than these.”) [20]. (2) Self-evaluating and more
reliable systems (machine: “If the image is blurry or the
face is not frontal, I may fail at recognizing the person.”).
(3) Opportunities for humans to instill their common sense
knowledge about the visual world in machine algorithms [2]
by effectively combining traditional AI-like representations
with statistical models. (4) Interpretable algorithms (ma-
chine: “I think this is a bear because it is a large, brown,
furry animal”). (5) Transformative active and interactive
learning [21, 22] (machine: “Is this not an alley because it is
too natural?”) (6) Models of nuances in human behavior that
enable reading between the lines of what a user explicitly
states resulting in improved machine performance without
added human effort [23]. For instance, if a user wants “a
white, furry dog”, the system should not return images of
white, furry dogs that are barking viciously. While they
technically match the query, it is unlikely that the user would
fail to mention a salient attribute such as vicious if that is
what she was looking for [24]. If a user wants “photographs
of a couple where the woman is smiling more than the man”,
the system should not return pictures where the couple is
frowning, even if the man is frowning more than the woman.
Even though a smiling relative attribute model may score the
woman as smiling more than the man (i.e. match the user’s
query), what is implicit in the user’s description is that the
man and woman should both be smiling and the woman
should be smiling more than the man [25].
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